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Recent strategies of lunar exploration developed by the world’s leading space agencies stimulate building
the communication and navigation infrastructure in the circumlunar space. However, contrary to existing
Earth-orbiting constellations, a lunar distributed satellite system requires a much higher deployment and
maintenance cost. Moreover, the dynamical environment in the vicinity of the Moon is known to be much
more complex, which prevents using most of the developed constellation theories based on Keplerian orbits
or Jy-perturbed orbits. The orbital stability is of particular concern for small satellite constellations. Such
constellations must be placed in low to medium lunar orbits due to antenna size/power limitations. On the
one hand, this ensures low signal latency and eases the establishment of inter-satellite links. On the other
hand, to avoid prohibitively high station-keeping costs, one needs to find a solution to the far from trivial
problem of how to select proper frozen orbits (orbits with the nearly constant eccentricity and argument of
periapsis values) for tens or even hundreds of satellites in the constellation. In this paper, we investigate
low and medium frozen orbits of different altitude and inclination from the viewpoint of stability, Moon’s
surface coverage, and revisit times for specified lunar sites. The approach to choosing an accurate enough
dynamical model is described. The numerical technique based on the Bayesian optimization is put forward
for the design of frozen and quasi-frozen (slowly drifting) orbits. The dependency of mean revisit time on
the number of satellites in (quasi-)frozen orbits and orbital planes is investigated. The minimum number
of small satellites required for the 1-fold and 4-fold global coverage is estimated for a constellation in low
near-polar lunar orbits. The augmentation with several satellites in a medium polar orbit is also studied to
enhance visibility. Of special focus is the coverage properties for the craters of Boguslawsky and Manzinus,
the primary and backup landing sites of the Russian Luna 25 probe scheduled for launch in May 2022.

I. INTRODUCTION Mozhaev studied using the group theory methods.
However, the terminology of Walker constellation
or Walker-Mozhaev constellation is now used much
more frequently. The alternative approach to the
constellation design is based on the street of cover-
age concept. It appeared even earlier and was ex-

ploited in designing constellations of zonal as well

Satellite constellations have been serving for
the purposes of communication and navigation for
many years. Since the 1960s, the overwhelming ma-
jority of studies on the constellation design and op-
timization have been devoted to the Earth coverage

problem. While communication applications nom-
inally require a 1-fold coverage, positioning on the
Earth’s surface is provided with at least 4 satel-
lites visible at any moment of time. To ensure the
global coverage, a completely symmetrical orbital
configuration is usually considered, with several or-
bital planes equally distributed around the globe
and containing equal number of satellites. Such a
regular configuration was first studied in the works
of Walker [1] and Mozhaev [2,3]. The latter re-
searcher called it a kinematically regular network,
which is a special case of symmetrical configurations
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as global coverage [4-6]. The comparative analy-
ses of different constellation design techniques have
been publishing throughout the years [7-9].

Significant efforts have been put to the constella-
tion design optimization. The theoretical minimum
bound of 2N + 3 satellites for the N-fold continu-
ous coverage found by Ballard [10] for circular orbit
constellations was later refined to 2NV 4 2 by Draim
[11-13] who considered the more general elliptical
orbit case. For constellations with a large number of
satellites, the search space is high-dimensional and
the researchers usually resort to numerical global
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optimization techniques, such as the genetic algo-
rithms [8,14-16]. This kind of methods can also be
applied to discontinuous coverage problems, includ-
ing the regional coverage problem [17], though for
homogeneous constellations (with the same altitude
and inclination for all the satellites), a simpler ge-
ometric approach was developed [18-20] based on
two-dimensional maps of visibility properties. The
zonal /regional coverage analysis and optimization
can be conveniently performed in the Earth-fixed
frame because satellite ground tracks are always
“shadowed” (approximated with any given accu-
racy) by some repeating ground tracks. Such a
trivial idea gave rise to the route constellation con-
cept [21-24]. The route theory is also applicable to
non-homogeneous (compound) constellations when
the orbits of different satellites can be of different
altitude and inclination, but the nodal regression is
synchronized [25].

Another fruitful methodology of constellation
design exploiting the rotating frame is the flower
constellation theory [26-28]. The resonant orbits
in this frame look like a flower with several petals,
which gives name to the theory. If the rotating
frame is the Earth-fixed frame, the satellites in
a flower constellation are distributed along a sin-
gle or multiple closed ground tracks. The har-
monic flower constellations—the flower constella-
tions possessing the highest degree of symmetry—
are the counterpart of Walker—-Mozhaev constella-
tions. The strict mathematical formulation of the
flower constellation theory—the 2D lattice theory of
flower constellations—was developed by Avendano
et al. [29] who leveraged integer arithmetic and
the lattice theory. The 2D lattice theory has then
been extended to the 3D theory to include the case
of elliptical orbits with synchronized apsidal rota-
tion [30]. For non-homogeneous constellations, the
4D theory has been recently published [31]. A 4D
lattice flower constellation consists of several 3D lat-
tice flower constellations with different semimajor
axis values. Flower constellations with a lower de-
gree of symmetry are represented by the necklace,
a lattice in which some positions are empty. These
counterparts of Mozhaev’s kinematically symmetri-
cal constellations can be described using the neck-
lace theory [32-34].

The current plans of lunar exploration devel-
oped by the leading space agencies implicitly or
explicitly assume building the communication and
navigation infrastructure in the near-lunar space.
Contrary to Earth-orbiting constellations, lunar
distributed satellite systems are much more ex-
pensive in deployment and maintenance. Further-
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more, the orbital dynamics around the Moon are
very complex, which prevents directly leveraging
the above mentioned constellation theories based on
Keplerian orbits or Js-perturbed orbits. To min-
imize the number of satellites in a constellation,
medium or high lunar orbits are of primary inter-
est. In this case, the major perturbation is due to
the Earth gravity. It makes near-polar orbits unsta-
ble. Therefore, Ely and Lieb [35,36] proposed to use
mid-inclined (40 deg) orbits with the mean values of
the eccentricity and the argument of periapsis both
almost constant over a long time period. Six satel-
lites in two orbital planes are proved to be sufficient
for the global lunar coverage. An option of build-
ing a constellation in the vicinity of lunar libration
points is thoroughly studied by many researchers as
well. Halo orbits and distant retrograde orbits are
mainly considered [37,38]. The results of numerical
comparative studies (see, e.g., [39,40]) gave rise to
various architectures of prospective lunar commu-
nication/navigation constellations [41-43].

The viable alternative to a group of large, ex-
pensive lunar satellites is a small satellite con-
stellation. However, traditional constellation de-
signs not exploiting natural dynamics demand too
much fuel to counteract lunar perturbations: with
a realistic monopropellant thruster, the constella-
tion lifetime does not exceed several months [44].
So, lunar frozen orbits—mnatural orbits with the
nearly constant eccentricity and argument of peri-
apsis values—seem to be the only option for a small
satellite constellation. It is especially true if, due to
antenna size/power limitations, a constellation has
to be placed in low orbits subject to strong per-
turbing influence of lunar gravity. There exist nu-
merous analytical investigations on the frozen or-
bit design (the papers [45-48] describe just some of
them), but the underlying perturbation theory be-
comes increasingly sophisticated as more realistic
dynamical models are used.

In this paper, the numerical technique based on
the Bayesian optimization is proposed for the de-
sign of frozen and quasi-frozen (slowly drifting) or-
bits. The approach to choosing an accurate enough
dynamical model is described. We explore low to
medium frozen orbits of different altitude and in-
clination from the aspects of stability, lunar sur-
face coverage, and revisit times for specified sites.
The dependency of mean revisit time on the num-
ber of satellites in (quasi-)frozen orbits and orbital
planes is investigated. The minimum number of
small satellites required for the 1-fold and 4-fold
global coverage is estimated for a constellation in
low near-polar lunar orbits. The augmentation with
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several satellites in a medium polar orbit is also
studied to enhance visibility. Of special attention is
the coverage properties for Boguslawsky and Manz-
inus craters, the primary and backup landing sites
of the Russian Luna 25 probe scheduled for launch
in May 2022.

II. THE MODEL OF MOTION

In this section, we analyze perturbing forces that
act on a Moon orbiting spacecraft and present a mo-
tion model for the following research.

First, a discrete set of points around the Moon is
generated and at each point, we calculate the grav-
itational forces from the Moon, the Earth, and the
Sun, as well as the solar radiation pressure (SRP)
force. Specifically, we took 100 values of altitude
in the interval from 50 km to 2 lunar radii (= 3500
km), 100 values of latitude from —90° to +90°, and
100 values of longitude in the interval from —180°
to +180°. As a result, 9802 unique points have been
generated. The lunar gravity force model includes
the spherical harmonics perturbations up to degree
and order 50. The SRP force was estimated for
the area-to-mass ratio of 0.02 m?/kg. At each alti-
tude, among all the points the point delivering max-
imum to a perturbing acceleration relative to the
local central gravitational acceleration is detected.
The corresponding curves for each source of per-
turbation are depicted in Fig. 1. It shows that in
a low to medium lunar orbit, the major perturba-
tions come from the oblateness of the Moon and
the Earth gravity. For orbits with an altitude lower
than 2000 km, the perturbations due to the com-
plex lunar gravity field dominate over other pertur-
bations.

The contribution of each spherical harmonic into
the magnitude of the harmonics perturbation de-
pends on the altitude of the orbit. For each har-
monic degree N, we calculated the maximum alti-
tude at which the relative magnitude of the lunar
gravity acceleration in the NV x N model is less than
some small ¢; Fig. 2 shows the recovered dependen-
cies (blue color) for ¢ = 107° (Fig. 2a) and e = 107
(Fig. 2b). For practical applications, these depen-
dencies are conveniently least square approximated
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(red color) over the class of power functions:

25 0.8
N=(—2") fore=10"
<h[103 km]) ore=10""%

40 0.8
N=(—" fore =107".
<h[103 km]) ore=10

In the denominator, the orbital altitude should be
substituted in thousands km. The derived expres-
sions can be used to estimate the maximum required
degree in the spherical harmonics model of the lu-
nar gravitational field in order to limit the computa-
tional burden while numerically propagating lunar
orbits.
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Earth's gravity
Sun's gravity
SRP
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Fig. 1: Relative magnitude of perturbations as a

function of the orbital altitude.

In this research, spacecraft trajectories are prop-
agated numerically by the variable-order Adams
method (the ode113 routine in MATLAB) in the se-
lenocentric celestial reference system (SCRS) whose
axes are parallel to those of the International celes-
tial reference system (ICRS). Equinoctial elements
were used to speed up numerical integration of the
equations of motion. The model of motion was re-
stricted to the perturbations described above: the
gravitational forces due to the Earth and the Sun,
the SRP force, and the lunar spherical harmonics
model in which the maximum expansion degree and
order were chosen according to the above simple ap-
proximations. The positions of celestial bodies have
been taken from JPL’s DE430 ephemeris model.
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Fig. 2: Sufficient expansion degree and order of the lunar gravitational potential for different maximum
relative magnitudes € of the total perturbing acceleration.
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I1I. LUNAR FROZEN ORBITS DESIGN

In this section, we describe the design of lunar
frozen orbits, provide examples of frozen orbits, and
select frozen orbits for the subsequent analyses.

Depending on the dynamical model considered,
there exist several definitions of a frozen orbit. It
seems reasonable to us to suggest the following uni-
fied definition: a frozen orbit is such an orbit that
the eccentricity vector components e, = e cosw and
ey = sinw are nearly constant. Fig. 3 shows some
examples of lunar frozen orbits, plotted in polar co-
ordinates (e,w) for the inclination of 40°, altitude
of 132 km, and different right ascensions of the as-
cending node (RAANS).
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Fig. 3: One-year evolution of the eccentricity
vector for 5 spacecraft in 132 km orbits whose
planes are of 40° inclination and uniformly
distributed in RAAN.

The problem of generating a frozen or quasi-
frozen orbit is handled as an optimization problem
which was inspired by [39]. Searching for a frozen
orbit of given reference altitude h,.¢, inclination g
and RAAN g at the initial moment of time ¢t =0
is done by minimizing the objective function

J = (ef—ep)*+(cosws—coswp)? + (sinwy —sin wp)?

over the semi-major axis ag, eccentricity eg, and ar-
gument of pericenter wy values at the initial moment
of time subject to constraints

ap € [R + O-ghrefaR+ 1~1href]; €y € [07emax];

where R km is the Moon radius, ey and wy are the
eccentricity and argument of pericenter at ¢ = ty
and epax is such that (R + 0.9h)(1 — emax) = R.
The first constraint means that only a slight vari-
ation in the semi-major axis is allowed to help
the optimization algorithm to converge, while the
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second constraint relates to the minimum perilune
distance. The orbital elements at t =0 of ¢t =ty
are defined in the selenocentric orbital reference
frame—the right-handed inertial frame with the z-
axis along the Moon-Earth direction and z-axis
along the orbital angular velocity of the Moon
around the Earth at ¢t = 0 or t = ¢, respectively.

In this research, ¢ty = 0 corresponds to the mid-
night of Sep 1, 2021, ¢ty = 365 days, and the trajec-
tory propagation is done by numerically integrating
the equations of motion in the SCRS. The Bayesian
optimization algorithm [49] (MATLAB’s bayesopt)
is used since it has demonstrated the highest perfor-
mance in finding optimal solutions over both non-
gradient and gradient methods.

The optimization procedure was set to stop
when J = Tol < 10~* or the number of iterations
exceeds 300. By setting the terminal tolerance Tol,
we obtain the practically stable frozen orbits. For
example, in Figs. 4 and 5, one can see a one-year
evolution of the eccentricity vector for spacecraft in
15 uniform distributed orbital planes. All of them
have a lifetime of at least several years, and, out of
15 orbits, six are frozen in a strict sense.

A set of (quasi-)frozen orbits have been cal-
culated with different altitudes, inclinations, and
RAANs. Specifically, we design medium-altitude
frozen orbits h.s = 1392.3 km which are in the
150:1 resonance with the lunar orbital motion and
low-altitude frozen orbits (hyr = 131.5 km, 325:1
resonance) with inclinations ¢ = 0°, 10°, 20°, ...,
90° and RAANs Q = 0°, 12°, 24°, ..., 348°. As a
result, 2 x 271 one-year orbits have been obtained.

Since we study primarily low-altitude Walker—
Mozhaev constellations, the standard Walker nota-
tion is adopted, with an additional letter for a low
or medium altitude; for example, L80° : 180/15/1
means that a low-altitude constellation with totally
180 spacecraft in 15 planes with inclination 80° is
considered. The last number f =1 is the relative
spacing between the satellites in adjacent planes:
the change in true anomaly for equivalent satellites
in neighbouring planes is equal to f x 360°/t.

Now consider a constellation L[inc] : ng/n,/1.
Let x;(t) be phase state functions of the n, frozen
orbits with uniformly distributed RAANs and let
P; be the period of the i-th orbit (e.g., calculated
at t = tg). Then, for the sake of simplicity, we as-
sume that the j-th spacecraft in the i-th plane has
a phase state

j— 1 i —1
xij(t):xi (t+Pz <M+ n )),
s/ Ttp s

where i =1,...,np,and j =1,...,ns/n,.
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Fig. 4: One-year evolution of the eccentricity
vector for 15 spacecraft in 132 km orbits
whose planes are of 80° inclination and
uniformly distributed in RAAN.

IV. COVERAGE ANALYSIS ROUTINES

In this section, we briefly describe the coverage
geometry in terms of basic parameters (the antenna
beam width, the footprint size, the elevation angle)
and present a quasi-uniform surface grid generation
technique for the global coverage analysis.

Let a spacecraft be at altitude h above the lu-
nar surface. The antenna beam width « defines the
footprint size ¢ and the minimum elevation angle 3
by the formulae (see Fig. 6)

R+h . « . «
cosfB = 7 51n§,<pf90 7575.
(0)
h|2
subsatellite

point

Fig. 6: Relation between the beam width, the
footprint size, and the elevation angle.

For low lunar orbits (LLOs) considered in our
research, we assume that the antenna beam width
is sufficiently large. In this case, we set the min-
imum elevation angle to be 5°, i.e., 8 > 5°. The
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Fig. 5: One-year evolution of the eccentricity
vector for the most stable (almost perfectly
frozen) 6 orbits out of 15 orbits from the
previous figure.

footprint size can then be calculated as follows:

@ =85° —sin~! <le_ N cos5°) .
Specifically, for the considered LLOs, @ = 135.58°,
B=5° p=17.21°.

For medium lunar orbits (MLOs), we assume
the antenna beam width to provide the same level
of antenna’s radiation power as in a LLO. The an-
tenna’s radiation power is proportional to the solid
angle A, that is proportional to (h/R)~2. Hence,
we get

A:%—(liCOS%)NNN(h/%)Q’

5 1

~N —

4 (h/R)*

47 sin

and, finally,
h

.«
I sin 1= const.
We calculated the constant (0.0424) for LLOs and
used it to determine the antenna beam width for
MLOs. As a result, we obtained a = 12.13°, § =
79.03°, ¢ = 4.91°.

To evaluate the global coverage, we use a quasi-
uniform grid on a sphere which we generate by a
numerical optimization procedure. Specifically, we
search for vectors r; € R?, i = 1,...,n, that mini-
mize the objective function

1
J = E log ————
1<i<j< v — ;]
<i<j<n

subject to the constraints |r;] =1,i=1,...,n (in-
spired by [50]). For convenience of the subsequent
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investigation, we fix the first six vectors ry, ..., rg
at positions [+1,0,0]7, [0,%1,0]T, and [0,0,41]7,
so it is possible to carry visibility analysis for the
north and south poles and four points at the equa-
tor. Moreover, we fix r7 and rg at positions of Bo-
guslawsky (72.9°S 43.2°E) and Manzinus (67.7°S
26.8°E) craters. Technically, fixing is implemented
by additional constraints in the optimization prob-
lem. For our analysis, we took n = 1200; the opti-
mization problem was solved by the interior point
method (MATLAB’s fmincon). The result of the
optimization is showed in Fig. 7. For each point
in the grid and at every moment of time, one can
determine if a spacecraft is visible from that point
by taking into account the elevation angle and the
altitude of the spacecraft orbit.

Fig. 7: Quasi-uniform surface grid of 1200 points
which include the poles, the four equator
points, and the Boguslawsky (green point)
and Manzinus (purple point) craters.

V. COVERAGE ANALYSIS RESULTS

In this section, we provide the results of lunar
surface coverage analysis for different constellations.

For a near-polar lunar orbit constellation, from
geometry, we can estimate the theoretical minimum
for the number of orbital planes and satellites in
each plane to cover the lunar surface at every mo-
ment of time. For the low-lunar orbit constellation
(hrot = 131.5 km, ¢ = 80°), the minimum number
of orbital planes is

180°
N, = -6
P “%ﬂ
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with minimum number of satellites in each plane

N, = [360 w 1
2¢

where ¢ = 17.21° is the footprint size estimated in
the previous section. By numerical simulations, we
computed the mean revisit time across the lunar
surface, as it depends on the number of satellites in
each plane and the number of planes (see Fig. 8).
The results shown basically confirm the theoretical
estimations.
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. 8: Mean revisit time across the lunar surface

as a function of the number of spacecraft in

each plane and the number of planes.
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The mean revisit time as function of the number
of satellites was also obtained individually for the
Boguslawsky and Manzinus craters (Figs. 9 and 10,
respectively). Note that the mean revisit times ob-
tained for the craters are several times less than the
mean revisit times obtained across whole the lunar
surface. In Figs. 11 and 12, the mean revisit times
of the north and south poles are also presented.

The visibility properties at the north and south
poles, as well as the craters, can be improved by
adding spacecraft in a polar orbit. To avoid possible
collisions with spacecraft in low altitude orbits, one
can propose using a medium-altitude constellation
of three satellites in one plane, i.e., M90° : 3/1/1.
If the satellites in M90° : 3/1/1 have the same an-
tenna’s power as the ones in low altitude orbits,
then the improvement in revisit times is insignifi-
cant. However, if the antenna’s power allow a larger
beam width so that the minimum elevation angle is
5°, then revisit times for the polar regions (includ-
ing the specially considered craters) are significantly
improved, as shown in Figs. 9, 10, 11, and 12.
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Fig. 9: Mean revisit time for Boguslawsky crater as a function of the number of spacecraft in each plane
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Fig. 11: Mean revisit time for the north pole as a function of the number of spacecraft in each plane
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Our investigations evidence that it is possible to
provide the continuous 1-fold coverage of the lunar
surface by the L80° : 180/15/1 constellation. In this
case, the monthly averaged fraction of the surface
visible at least by 2 spacecraft is 99.8%, while 3 and
4 satellites are visible from, respectively, 80.9% and
50.0% of the Moon. In Figs. 13 and 14, the fraction
of the lunar surface visible at least by, respectively,
3 or 4 spacecraft is depicted as a function of time.

0.84

Fraction of the lunar surface with 3-fold coverage

0.78 : : : ’ :
0 5 10 15 20 25 30
Elapsed time, days
ig. 13: Fraction of the lunar surface visible by at
least 3 spacecraft for the L80° : 180/15/1
constellation. The mean value is 80.9%, the

minimum is 78.0%, the maximum is 83.8%.
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Fig. 14: Fraction of the lunar surface visible by at
least 4 spacecraft for the L80° : 180/15/1
constellation. The mean value is 50.0%, the
minimum is 47.4%, the maximum is 52.3%.

The analysis also shows that taking the L80° :
300/30/1 constellation instead of L80° : 180/15/1
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provides the 4-fold continuous coverage of the lu-
nar surface. However, for such a constellation, the
minimum distance between the satellites equals 540
meters. The minimum distance in L80° : 180/15/1
equals 1.8 km and is considered affordable.

For each point in the surface grid, we also calcu-
lated the mean (over time) number of satellites vis-
ible from that point. The histogram for the mean
number of visible satellites is depicted in Fig. 15.
The analysis revealed that for the constellation
L80° : 180/15/1, there exists around 1% of lunar
surface for which at some times no satellites are
visible. The constellation L80° : 300/15/1 provides
the 2-fold coverage of the lunar surface (but not the
3-fold coverage). The constellation L80° : 375/15/1
provides the 3-fold coverage of the lunar surface and
almost 97% of the lunar surface has at least the 4-
fold coverage. The constellation L80° : 450/15/1
provides the 4-fold coverage of the lunar surface and
40% of the lunar surface has at least the 5-fold cov-
erage.
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Fig. 15: Histogram for the mean (over time)
number of visible satellites across the lunar
surface (1200 grid points) for the
L80° : 180/15/1 constellation.

In Figs. 16 and 17, we demonstrate the num-
ber of satellites visible from the Boguslawsky and
Manzinus craters, respectively. The figures prove
that the L80° : 180/15/1 constellation could pro-
vide continuous navigation at these craters and at
least 6 spacecraft are visible anytime. The simula-
tions also revealed that for continuous navigation at
the craters, it is sufficient to use the L80° : 130/10/1
constellation.
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Fig. 16: Number of satellites visible at Boguslawsky crater for the L80° : 180/15/1 constellation.
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Fig. 17: Number of satellites visible at Manzinus crater for the L80° : 180/15/1 constellation.
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VI. CONCLUSIONS

Using (quasi-)frozen low to medium lunar orbits
is the only viable option for placing a lunar constel-
lation of small satellites with no or limited resources
for long-term station-keeping. In this study, we have
put forward the practical approaches to solving the
associated problems, from the choice of an accurate
enough dynamical model to the generation of frozen
and quasi-frozen (with a long enough lifetime) lunar
orbits.

First, simple approximating formulas have been
derived to relate the orbital altitude with the degree
and order of the truncated expansion for the Moon’s
gravitational field required to adequately propagate
such an orbit. Two threshold values for the relative
magnitude of the ignored terms were considered; the
power function approximation proved to be the best
in both cases.

A robust numerical technique has been proposed
to design long-lifetime low and medium lunar orbits.
The differences in the eccentricity, cosw, and sinw
observed after a one-year propagation of the initial-
guess orbit are squared and summed up to form the
cost function. The Bayesian optimization algorithm
(MATLAB’s bayesopt function) shows the highest
performance in this sort of extremely sensitive prob-
lems. Changing the terminal tolerance allowed us to
obtain both perfectly frozen and quasi-frozen orbits.
The latter are also important if one wants to achieve
almost regular constellation geometry in a broadest
range of inclinations and semimajor axes.

The coverage analysis for regular near-polar low-
orbit constellations revealed that less than 100 small
satellites equipped with low-gain omnidirectional or
hemispherical antennas are capable to provide lunar
communication services. For continuous navigation,
it is required to deploy more than 300 satellites, but
if the area to be covered is restricted to polar regions
only, the total number of satellites can be reduced to
as low as 130.

In case a higher power antenna is affordable for a
small spacecraft, a low-altitude constellation can be
effectively augmented with satellites in MLOs. Then
the constellation size is substantially reduced (up to
100% for polar regions even with 3 additional satel-
lites in a single polar MLO plane).

Many important problems relating to the use of
small satellite constellations for communication and
navigation purposes on the lunar surface have yet to
be solved. Among them are the devising of efficient
deployment schemes and the development of various
end-of-life disposal scenarios. These problems are a
subject of future studies.
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